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Abstract—Evolutionary algorithms have employed the SAW (Stepwise Adaptation of Weights) method in order to solve CSPs (Constraint Satisfaction Problems). This method originated in hill-climbing algorithms used to solve instances of 3-SAT by adapting a weight for each clause. Originally, adaptation of weights for solving CSPs was done by assigning a weight for each variable or each constraint. Here we investigate a SAW method which assigns a weight for each conflict. Two simple stochastic CSP solvers are presented. For both we show that constraint based SAW and conflict based SAW perform equally on easy CSP samples, but the conflict based SAW outperforms the constraint based SAW when applied to hard CSPs. Moreover, the best of the two suggested algorithms in its conflict based SAW version performs better than the best known evolutionary algorithm for CSPs that uses weight adaptation, and even better than the best known evolutionary algorithm for CSPs in general.

I. INTRODUCTION

Weight adaptation originated in the context of 3-SAT solvers. In [1] Selman and Kautz introduced weight adaptation as a way to enhance GSAT [2], which is a hill-climber with restart algorithm for the 3-SAT problem. Each clause of the CNF has a weight associated with it, and the algorithm tries to minimize the sum of the weights of unsatisfied clauses rather than minimizing their number. Weights of unsatisfied clauses are increased before each restart. This approach was later improved by Frank [3] by changing the weights at every search step, namely whenever a variable value is flipped. When used for Genetic algorithms (GAs), and evolutionary algorithms (EAs), adaptation of weights was termed SAW (Stepwise Adaptation of Weights). The SAW technique was used to enhance EAs solving a variety of constraint satisfaction problems [4], [5] including 3-SAT [6], and general CSPs [7]. The weights were either weights per constraint, or per variable. The search space was represented either by an array of values, one for each variable, or by a permutation of the variables, decoded into an assignment to some of the variables by a special decoder [5]. Weights were updated at equal intervals according to the constraints violated by the best individual of the population, or according to its variables that could not be assigned by the decoder.

In [7], [8] it was concluded that using a weight per variable vs. a weight per constraint does not make a significant difference in the performance of SAW, countering the intuition that keeping more weights, and thus having more information, should enhance the performance of SAW. Here we explore the possibility of a weight adaptation scheme for CSPs that keeps a weight for each conflict. This means that instead of keeping a weight for each variable or each constraint, we keep a weight for all possible “illegal” assignments of values to two variables. We show that keeping weights that are sensitive not only to violated variables but also to their values, significantly improves the performance of SAWing EAs solving constraint satisfaction problems.

Conflict based SAW is suggested especially for CSP solvers, because for other classes of problems for which SAW was proposed we can expect only a slight difference with previous suggestions, if at all. When weight adaptation is used for 3-SAT the algorithms keep a weight for each clause of the CNF. Thus an adaptable weight exists for each set of three variables and their values that render the CNF unsatisfied. This is equivalent to keeping a weight for each conflict. This means that keeping a weight for each conflict is a somewhat traditional approach to weight adaptation. The difference between a conflict based SAW and proposed algorithms for graph 3-coloring does exist though quite small. Although a weight per variable approach was advocated, a version with a weight per graph edge was checked as well and found to be less suitable [5]. The parallel of a conflict based SAW in this case means keeping a weight for any combination of a graph edge and the color the adjacent nodes connected by the edge have when a violation occurs. This only multiplies the number of weights by three w.r.t. the version that keeps a weight per edge, which is not expected to make a big difference. The situation is totally different when it comes to SAWing algorithms for CSPs. The number of conflicts usually exceed the number of constraints and variables by several orders of magnitude, depending on the domain sizes of the variables and the particular CSP.

We introduce two different EAs and apply conflict based SAW and constraint based SAW to both. The key parameter of SAW that determines the interval between two weight adaptations is checked for robustness. Its impact on both weight adaptation schemes is also checked to make sure that using the same value for both schemes does not compromise the comparison. We also provide an estimation for reasonable values of this parameter, which we use in our experiments. In order to determine the impact of conflict based SAW, the conflict based SAW variants of the algorithms are compared with the constraint based SAW variants, on problems of varying hardness. A comparison of the best of the two
conflict based SAW variants with other EAs for CSPs is also conducted.

The paper is organized as follows: In section II we describe the basic concepts, and detail the algorithms we use, including the constraint based SAW and the conflict based SAW methods. We also describe the test-sets, and the performance measures used. In section III we deal with parameter issues. In section IV we compare the results of a conflict based SAW algorithm with results of recently proposed EAs for CSPs. In section V we explore the effectiveness of conflict based SAW for CSPs of varying hardness. The conclusions are presented in section VI.

II. BASIC CONCEPTS, ALGORITHMS AND MEASURES

A. Binary Constraint Satisfaction Problems

A constraint satisfaction problem (CSP) consists of a finite set \( Z = \{X_1, ..., X_n\} \) of \( n \) variables with respective domains \( D_1, ..., D_n \), and a set of constraints \( C \). For \( 2 \leq k \leq n \) a constraint \( R_{i_1,i_2, ..., i_k} \in C \) is a subset of \( D_{i_1} \times D_{i_2} \times ... \times D_{i_k} \), where \( i_1, i_2, ..., i_k \) are distinct. \( R_{i_1,i_2, ..., i_k} \) is called a constraint of arity \( k \) that bounds the variables \( X_{i_1}, ..., X_{i_k} \). There are no two constraints that bound the same variables.

There are two parameters that measure how constrained a given instance of a CSP is. The density \( p \) parameter, denoted by \( p_1 \), is the ratio between the number of constraints and the maximum number of possible constraints. Accordingly, the number of constraints in a binary CSP is \( p_1 \binom{n}{2} \). The tightness of a single constraint \( R_{i_1,i_2} \) is the ratio between the number of conflicts that involve variables \( X_{i_1}, X_{i_2} \) and the number of possible assignments to those variables, namely, \( 1 - \frac{|R_{i_1,i_2}|}{|D_{i_1} \times D_{i_2}|} \). The average tightness (or simply tightness) of a CSP, denoted by \( p_2 \), is the average tightness of all (restrictive) constraints.

B. Weight Adaptation Methods

Weight adaptation was found useful for improving local search algorithms including 3-SAT solvers such as GSAT [1], [10], [3], and EAs designed to solve a variety of problems [5], [4], [6]. Being a general method, weight adaptation can be customized for a specific problem solver. It is especially easy to apply to local search algorithms, genetic algorithms and evolutionary algorithms. The basic principle of weight adaptation is that instead of minimizing the number of violated constraints (in CSPs), or the number of unsatisfied clauses (in 3-SAT), etc. we keep an adaptable weight for each constraint (or clause), and minimize their sum. Since these weights are always kept positive, weight based objective functions reach a minimum value of zero for, and only for, solutions. Increasing the weights of “problematic” constraints or clauses helps the algorithm reject previously unsuccessful search paths, hopefully escaping local optima. In time, the weight adaptation heuristic is supposed to allow the algorithm to learn which constraints or clauses are harder to satisfy, and rate points in the search space accordingly.
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A more formal, yet still general, description of weight adaptation follows. A weight adaptation heuristic \( WA(S, V, \chi; \Delta w, T_p) \) consists of a finite search space \( S \), a finite set \( V \) of violation entities, and a function \( \chi : S \times V \rightarrow \{0,1\} \) such that for each \( s \in S \) and each \( i \in V \), \( \chi(s, i) = 1 \) iff \( s \) violates \( i \). \( T_p \) determines the intervals between weight adaptations. Whenever weights are revised they are incremented by \( \Delta w \).

The algorithm keeps an adaptable weight \( w_i \) for each \( i \in V \). The objective function to be minimized is \( f(s) = \sum_{i \in V} \chi(s, i) w_i \). All weights are initialized to 1. After the creation and evaluation of each new \( T_p \) search points, weights are adapted. This is done by letting \( s' \) be the latest produced search point, or in the case of an EA the best search point in the latest population, and performing \( w_i \leftarrow w_i + \chi(s', i) \Delta w \) for all \( i \in V \). This simple framework covers most of the weight adaptation schemes for CSPs. When the above approach is used for 3-SAT [6], [3], [1], \( V \) is the set of clauses, \( S \) is all possible assignments of Boolean values to the variables, and an assignment violates a clause if the clause is unsatisfied by the assignment.

For CSPs and graph coloring there are two common approaches. In the first approach \( S \) represent all possible assignments to variables, and \( V \) is the set of constraints. The other approach is to let \( S \) be all the permutations of the variables, and let \( V \) be the set of variables. A greedy decoder is used to assign values to the variables in the order that the permutation dictates, by assigning the first value consistent with previous assignments. Variables that cannot be assigned consistently with previous ones are considered violated. Though it is less straightforward, the permutation approach is widely used, because it produced better results than the first approach. The original SAW algorithm for the graph 3-coloring problem used a permutation representation, and rSAWEA (Stepwise-Adaptation-Of-Weights EA with randomly initialized domain sets) [11], [12], [13], which is the best known SAWing algorithm for CSPs, uses it as well. This approach was also found to be superior under extensive experimentation [8].
There are a few exceptions which are not covered by the above weight adaptation paradigm, namely refinement, decay, and weight exponentiation originally suggested for 3-SAT solvers [10], [3], [14] which will not be surveyed here. Refinement and decay were found not helpful for CSPs when implemented both with variable based SAW and with constraint based SAW [7]. Other weight adaptation techniques confined to 3-SAT hill-climbers, will not be discussed either. References and implementations of up to date hill-climbers for 3-SAT, including ones using weights, can be found at http://www.satlib.org/.

In order to demonstrate that by using a weight for each conflict weight adaptation for CSPs becomes significantly more effective, we compare two weight adaptation schemes. Both use all possible assignments to variables as the search space. For the first, which we use as a constraint based SAW representative we use the set of constraints for the set of violation entities V. For the other which we term CSAW we use the set of all conflicts for V. In section II-C we introduce two simple EAs, and two weight adaptation variants for each. By adding “SAW” and “CSAW” at the end of the names of the proposed algorithms we declare the application of constraint based SAW, and conflict based SAW respectively to each of the algorithms. The choice of \( \Delta w \) and \( T_p \) is discussed in section III.

C. The Proposed Algorithms

A \((\mu, \lambda)\) EA is an EA that keeps a population of size \( \mu \), and generates additional \( \lambda \) individuals at each new generation. \( \mu \) individuals of the \( \mu+\lambda \) individuals are selected to become the population of the next generation. In a \((\mu, \lambda)\) EA a new generation of size \( \mu \) is selected only from the \( \lambda \) individuals generated.

In order to compare SAW with CSAW we use two algorithms. The first is a \((1+1)\) EA which at each iteration may or may not replace the current search point with a randomly chosen search point that differs only by the value of one variable. The other is a stochastic hill-climber, which at each iteration optimizes one randomly chosen variable by checking all possible assignments to it (keeping other variables fixed), and thus could be seen as a \((1+(m-1))\) EA. The merits of using \((1+\lambda)\) EAs are that they are very simple algorithms. Moreover, \((1+1)\) and \((1,\lambda)\) EAs were traditionally used with SAW [6], [5].

Though keeping a population of size 1 may seem problematic in the context of genetic algorithms, it was argued upon the introduction of SAW [5] that a \((1+1)\) algorithm may be viewed as a GA with an extreme value for the population size parameter, and that either way it fits the broader notion of an evolutionary algorithm. Regardless of how \((1+\lambda)\) algorithms are classified, they provide a convenient basis for a comparison of SAW with CSAW.

We turn to a detailed description of the algorithms. Both algorithms require the following:

- A function that performs a conflict check in constant time, and increases the conflict checks counter. The function receives two variables and their values and returns true if there is a conflict and false otherwise.
- A list of pairs of variables bounded by constraints, one pair of variables per constraint.
- For each variable, a list of variables that share a constraint with the variable.
- A parameter for the maximum number of conflict checks the algorithm may use for the search, called \( \text{maxCC} \).

The \((1+1)\) algorithm without weight adaptation simply chooses an initial assignment to all variables, and at each iteration mutates the only individual by uniformly selecting a variable and changing its value to a uniformly selected value different than its current value. Selection is done by evaluating the current search point and the mutated search point, and preferring the later if it evaluates at least as good as the former. The algorithm keeps running as long as no solution is found and the conflict checks counter is less than \( \text{maxCC} \).

The hill-climbing algorithm, which we term \( HC \), works in a similar way. The only difference is that instead of checking only one value of the selected variable at each iteration, the search points with all values of the variable are evaluated, and the best one is selected. The search point with the current value of the variable is evaluated first, and then the search points with other values of the variable are evaluated according to the order of the values in a static domain (any domain order may be used without special consideration). Whenever a search point which is at least as good as the best one thus far is encountered, it is taken to be the best one yet. Since we always select one individual from \( m \) individuals that include the parent population of size 1, this is a \((1+(m-1))\) EA.

When optimizing a variable in the HC algorithm, it is possible that one of its values does not conflict with the values of other variables. Since no other value of the optimized variable can produce better results, we avoid the evaluation of the rest of the values. For the purpose of weight adaptation we still assume that all the \( m-1 \) individuals were created.

Each of the two algorithms has two weight adaptation variants. Adding a weight adaptation scheme requires the parameters \( \Delta w \), \( T_p \), and a table for the weights. Weight adaptation variants that use a weight per constraint is called a SAW variant, and one that uses a weight per conflict is called a CSAW variant. We use \((1+1)\)SAW and \((1+1)\)CSAW to denote the \((1+1)\) algorithms, and HCSAW, HCCSAW to denote the hill-climbing algorithms. In a SAW type algorithm a weight is determined by the violated variables, while in a CSAW type algorithm the values of the variables are also used in order to read and update weights. Otherwise the SAW and CSAW variants of the same algorithm are exactly the same.

In order to keep a weight for each conflict while achieving optimal access time, the CSAW algorithms keeps a four dimensional table with an entry for all possible assignments to any two variables. The SAW algorithms need only a two
dimensional matrix with an entry for any pair of variables. However, CSPs and especially random CSPs usually use a four dimensional matrix of Boolean values to perform efficient conflict checks, and a CSAW algorithm can simply use such a matrix with two bytes per entry that keeps integer weight values instead of a Booleans. Either way, the costs of holding and setting up a four dimensional matrix are polynomial and remain virtually unnoticed even for relatively large CSPs. If the direct access table becomes too large to fit in main memory, a hash table of conflicts is a reasonable alternative.

Weight adaptation is done once each new \( T_p \) search points are created and evaluated. It is performed using the current search point by going over the list of all constraints. For each pair of variables bounded by a constraint, the relevant weight is increased by \( \Delta w \) if there is a conflict involving the two variables. For simplicity we assume that the HC algorithm creates exactly \( m - 1 \) search points at each iteration, and always use \( T_p \) values divisible by \( m - 1 \).

The straightforward way to evaluate an individual would be to go over the list of all the pairs of variables bounded by a constraint, and summing the weights for which the current assignment to the pair of variables constitutes a conflict. This also provides a way to determine weather the evaluated search point is a solution. A more efficient way is to avoid a full evaluation and use the fact that we only need to compare search points that differ by the value of one variable. Going over the list of all constraints that bound that particular variable and summing the weights relevant to it is sufficient because all costs that do not involve it remain the same.

In order to track the (total) number of violated constraints, thus keeping the ability to detect solutions, we keep a variable called \( Tvio \), which holds the number of violated constraints for each current search point. We compute the total number of constraint violations only once for the initial search point and store it in \( Tvio \). At every iteration, we advance from search point \( s_1 \) to \( s_2 \), by replacing the value of a single variable \( X \). Let \( CV_{s,X} \) denote the number of constraint violations in \( s \) of constraints that bound \( X \). The values of \( CV_{s_1,X}, CV_{s_2,X} \) are computed while summing the weights relevant to \( X \) in \( s_1 \) and \( s_2 \), by counting constraint violations that involve \( X \) (which is the same as the number of added weights). \( Tvio \) can now be updated to hold the number of constraint violations of \( s_2 \) by letting \( Tvio \leftarrow Tvio - CV_{s_1,X} + CV_{s_2,X} \). Knowing the total number of constraint violations for all search points of the algorithm may also be useful if one wants a version of the algorithm that outputs the best search point the algorithm produced in case a solution was not found.

The HC algorithms can be improved by choosing the variable to be “hill-climbed” from variables different than the one in the previous iteration, because there is no merit in optimizing the same variable in succession. Moreover, both in the HC algorithms and the \((1+1)\) algorithms, one can avoid the re-evaluation of the selected individual in the following iteration. This would require more complicated implementation, and additional data structures. Since the SAW and CSAW versions of the algorithms differ only in the application of weights, the above changes do not affect the comparison of SAW with CSAW, and they are avoided. Finding more efficient algorithms and supportive data structures is left for further research.

### D. Test-sets

An algorithm that guarantees a solution if one exists, and able to identify the problem as insoluble is called a complete algorithm. The time needed for complete algorithms such as backtracking algorithms [15] to solve a CSP indicates how hard the CSP is. CSP solvers are frequently tested with instances of random binary CSPs. It is possible to use the density and tightness parameters in order to produce CSPs of varying hardness.

Binary CSPs may be classified using four parameters : \( n \) (the number of variables), \( m \) (the domain size of each variable), \( p_1 \) (density), and \( p_2 \) (tightness). Keeping \( n, m, \) and \( p_1 \) constant, small values of \( p_2 \) produce binary CSPs with many solutions, thus easily solved ones. Large values of \( p_2 \) create insoluble CSPs, and the higher \( p_2 \) makes it easier for complete algorithms to recognize CSPs as insoluble. Given specific values of \( n, m, \) and \( p_1 \), there are values of \( p_2 \) for which CSPs have very few solutions, or are insoluble in a way that is hard to recognize. Around these parameter values there is a sharp peak in the time required by complete algorithms. This phenomenon is sometimes referred to as the phase transition phenomenon. Note that unlike backtracking algorithms, local search algorithms are not able to recognize insoluble CSPs, and they are therefore usually tested only with soluble CSPs.

Three test-sets of randomly generated CSPs from three different models are used to measure performance. For a comparison of the proposed CSAW algorithms with other EAs for CSPs we use a model \( F \) [16] test-set of soluble phase transition CSPs with 10 variables of domain size 10. It consists of nine categories, denoted by \( F-1, F-2, ..., F-9 \), each holding 25 problems. The categories have the following density-tightness combinations \( F-1:(0.1,0.9), F-2:(0.2,0.9), F-3:(0.3,0.8), F-4:(0.4,0.7), F-5:(0.5,0.7), F-6:(0.6,0.6), F-7:(0.7,0.5), F-8:(0.8,0.5), F-9:(0.9,0.4) \). The test-set was created by Craenen [11], and is downloadable at [http://www.emergentcomputing.org/csp/testset_mushy.zip](http://www.emergentcomputing.org/csp/testset_mushy.zip).

Another phase transition test-set is an \( RB \) model [17] test-set that has five instances of soluble phase transition CSPs. The CSPs are random binary CSPs with 30 variables of domain size 15. We use this test-set to check the influence of the \( T_p \) parameter over larger problems, and as another source for phase transition CSPs. The test-set was created for the annual SAT competition and is downloadable at [http://www.nlsde.buaa.edu.cn/ kexu/benchmarks/frb30-15-cnf.tar.gz](http://www.nlsde.buaa.edu.cn/ kexu/benchmarks/frb30-15-cnf.tar.gz).

The third test-set contains a model \( E \) [18] test-set created by Craenen, and used in [7], [8]. Model \( E \) employs only one parameter instead of a density-tightness combination to control the number of conflicts in the generated random
CSPs. Given a parameter $0 \leq p \leq 1$ a model E CSP is created by choosing uniformly, independently and with repetitions $p \binom{n}{2} m^2$ conflicts. The test-set contains ten categories, denoted by $E-1$, $E-2$, ..., $E-10$. Each category contains 25 instances of soluble CSPs with 15 variables, each having a domain of 15 values. $p$ ranges from 0.2 in the first category to 0.38 in the last, increasing by 0.02. In other words, category $1 \leq i \leq 10$ has problems for which $p = 0.2 + 0.02 \cdot (i - 1)$. This means that the first category contains very easy CSPs, and that we approach the phase transition as we get closer to the last category. Note that choosing from all possible conflicts means that even for very small values of $p$ it is almost certain that all pairs of variables become constrained, so we expect a density of 1 in all problems in this test-set. The test-set is downloadable at http://www.xs4all.nl/ bcrænen/resources/cspstest_E_y15_d15.tar.gz.

E. Performance Measures

Each CSP instance testing any algorithm is always run 50 times. The first and most important measure is SR (success rate) which measures the percentage of runs at which a solution was found. Note that since only soluble instances were used, a solution always exists. A secondary measure which is supposed to measure the runtime needed to find a solution is ACCS (Average Conflicts Checks to Solution). It averages the number of conflict checks in successful runs. If there are no successful runs ACCS is not defined.

It was customary to use AES (Average Evaluations to Solution), which measures the number of evaluations of search points in successful runs. ACCS is now preferred, mainly because AES is not able to measure some of the costs (such as the time needed to run the decoder in a permutation representation SAW algorithm, and the costs needed for weight adaptation). Using conflict checks to measure performance is also the standard for backtracking algorithms [15]. For the purpose of comparing the proposed SAW and CSAW algorithm variants the merits of AES and ACCS are about the same. ACCS is preferred here because it was used to measure recent relevant EAs, and because it is finer. For the algorithms suggested here it is also strictly runtime proportional.

III. TESTING PARAMETER INFLUENCE

As was mentioned in section II-B, weight adaptation requires the parameters $\Delta w$ and $T_p$. Experiments [5], [6] show that weight adaptation is a robust technique. Hardly any difference is noticed when using different $\Delta w$ values, and the usual choice of $\Delta w = 1$ seems safe enough. $T_p$ shows robust behavior provided it has a large enough value, and the traditional value $T_p = 250$ was used many times without special consideration.

We devote special attention to $T_p$ for two reasons. The first reason is that we want to make sure that using the same $T_p$ value does not bias the comparison. Namely, that the SAW and CSAW variants of an algorithm do not have different performance peaks for significantly different $T_p$ values. The other reason is that it is plausible that problems with a higher number of variables or with larger domains would require longer periods between weight adaptations.

In order to use $T_p$ values that take problem size into consideration we define $C = n(m - 1)$ as the cover value for a CSP. This value is the total number of search points obtainable by changing the value of a single variable. For all test-sets, tests are conducted for $T_p$ values from 0.2C to 5.8C increasing by 0.4C. In other words, all tests are done 15 times, with $T_p = \beta C$ where $\beta = 0.2 + 0.4i$, and $0 \leq i \leq 14$. Since HC is assumed to create $m - 1$ individuals at each iteration, the $(1 + 1)$ variants perform a weight adaptation once every $\beta n (m - 1)$ iterations, while the HC variants do this only once every $\beta n$ iterations.

Figure 1 shows the results for running $(1 + 1)$ and HC with both SAW and CSAW for five test-set categories, each with one of the two measures. Model E and model F results are for $\max CC = 1,000,000$ and model RB results are for $\max CC = 30,000,000$. Note that the ACCS measure applies only to successful runs. In most cases all the runs were successful thus ACCS reflects the average of all runs. However in the model F comparisons only the CSAW algorithms had a 100% success rate. The SAW algorithms did not always find a solution, but all had over 80% success.

As expected, lower $T_p$ values hurt performance, and higher $T_p$ values usually do not hurt performance substantially, if at all. CSAW algorithms are more sensitive to the parameter, especially when $T_p$ is set to lower values. Except for low $T_p$ values any choice of the parameter seems to allow a fair comparison between SAW and CSAW. The value $T_p = 1.4C$, shown on the forth column from the left of all the graphs in figure 1, is chosen for our experiments. Though $T_p = 1.4C$ is a reasonable choice, in case of doubt higher values such as $T_p = 2C$ and even higher may be used without fear of significantly hurting performance. CSAW outperforms SAW at all tests performed for model F and model RB, which indicates that CSAW consistently outperforms SAW on phase transition CSPs.

Results for the RB model show that the traditional value $T_p = 250$ may be too low for CSAW as problem size increases. This justifies a choice of $T_p$ that takes problem size into account.

The HC algorithms perform about twice as fast as the parallel $(1+1)$ algorithms over all test-sets. Since HCCSAW is the best of the two CSAW algorithms, it is used for a comparison of CSAW algorithms with other EAs for CSPs.

IV. COMPARING HCCSAW WITH VARIOUS EAS FOR CSPS

In order to evaluate the effect CSAW has when applied to a simple stochastic algorithm, model F test-set results for HCSAW and HCCSAW are compared. This test-set has the advantage that many relevant algorithms were checked using it, and the results were published [11], [12], [13]. The most relevant comparison is of HCCSAW with rSAWEA (Stepwise-Adaptation-of-Weights EA with randomly initialized domain sets), which is the best known SAWing EA.
rSAWEA was presented by the name SAWEA r2 as part of a comprehensive study of EAs for CSPs [11].

rSAWEA uses permutations of variables as individuals, and keeps a population of size 10. It mutates individuals by swapping two uniformly selected variables, and does not use a crossover operator. It uses a biased ranking parent selection [19] with a bias of 1.5, and a replace worst survivor selection operator. The SAW parameters it uses are $\Delta w = 1$, and it performs weight adaptation once every 25 generations, which is the traditional $T_p = 250$ (since population size is 10). As usual, weight adaptation is done using the best individual of the relevant population.

In order to evaluate individuals, a decoder assigns values to the variables according to their order in the permutation. Each variable receives the first value consistent with previous assignments, and otherwise considered violated. The individual is evaluated by summing the weights of unassigned variables. Even though using a weight per variable means using few weights this was not considered a problem since [5], [7], [8] showed no advantage for a constraint based SAW over variable based SAW.

The original version of the decoder that was used in a $(1+1)$ algorithm for the graph 3-coloring problem [5], always assigns values in the order of a static domain. This means that the first variable is always assigned the first value. It works well for the graph 3-coloring problem because the symmetry of the values ensures the decoder does not exclude a solution. Moreover, for this problem there are only $3^n$ possible assignments which makes $n!$ permutations an overrepresentation, apparently without hurting performance. In CSPs, however, the values are usually not symmetric, and the domain size is $m^n$. Since $m$ may depend on $n$, the $n!$ permutations may be an underrepresentation. In rSAWEA the decoder was enhanced by checking and testing several options for a dynamic assignment of the values [11]. The best choice turned out to be randomizing the order of domain values, and once every weight adaptation rotating domain values of unassigned variables so the first becomes last and all others advance one step forward. Assigning values with a dynamic domain ensures that all solutions are producible, yet this means that the actual assignment of the same permutation depend on runtime circumstances. In fact, rotating domain values means that we are also adapting the order of the values the decoder is using, and not only weights.

Better EAs, namely STLEA (Simple Tabu List Evolutionary Algorithm) and CTLEA (Conflict Tabu List Evolutionary Algorithm) were recently presented in [12] and [13] respectively by Craenen and Paechter. These algorithms use tabu lists to keep the algorithm from traversing already studied search-paths. Interestingly, the second and better version of the two algorithms, which is also the best known EA for CSPs, remembers conflicts rather than search space points.
This may indicate the value of learning conflicts in order to push the search away from local optima. The details of both algorithms are rather complicated, and they will not be surveyed here.

Table I shows the results of running HCSAW, HCCSAW, rSAWEA, STLEA, and CTLEA on the model F test-set. The results for rSAWEA were originally published in [11]. The results for rSAWEA, STLEA, and CTLEA are taken from [12], [13]. The time allowed for HCSAW and HCCSAW to complete their runs was 1 million conflict checks. The standard deviation of the conflict checks count of successful runs is also provided for HCSAW and HCCSAW, to allow an estimation of robustness. A comparison of HCCSAW with rSAWEA provides both a relative and an absolute improvement in performance.

<table>
<thead>
<tr>
<th>Table I</th>
<th>MODEL F TEST-SET RESULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HCSAW</td>
</tr>
<tr>
<td></td>
<td>SR</td>
</tr>
<tr>
<td>F-1</td>
<td>0.74</td>
</tr>
<tr>
<td>F-2</td>
<td>0.80</td>
</tr>
<tr>
<td>F-3</td>
<td>0.87</td>
</tr>
<tr>
<td>F-4</td>
<td>0.90</td>
</tr>
<tr>
<td>F-5</td>
<td>0.91</td>
</tr>
<tr>
<td>F-6</td>
<td>0.91</td>
</tr>
<tr>
<td>F-7</td>
<td>0.88</td>
</tr>
<tr>
<td>F-8</td>
<td>0.86</td>
</tr>
<tr>
<td>F-9</td>
<td>0.96</td>
</tr>
</tbody>
</table>

We turn to test the implications of using CSAW for soluble CSPs of varying hardness by using the model E test-set.

Table II shows the results for running the SAW and CSAW versions of the HC and (1 + 1) algorithms. maxCC was set to 1 million conflict checks. Recall that problems become increasingly hard as we move from the first category to the last. The first five categories show little difference between SAW and CSAW on both algorithms. However, as we get closer to the phase transition, CSAW begins to outperform the constraint based SAW in terms of SR, which is the primary measure.

<table>
<thead>
<tr>
<th>Table II</th>
<th>MODEL E TEST-SET RESULTS FOR maxCC = 1,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SR</td>
</tr>
<tr>
<td>E-1</td>
<td>1</td>
</tr>
<tr>
<td>E-2</td>
<td>1</td>
</tr>
<tr>
<td>E-3</td>
<td>1</td>
</tr>
<tr>
<td>E-4</td>
<td>1</td>
</tr>
<tr>
<td>E-5</td>
<td>1</td>
</tr>
<tr>
<td>E-6</td>
<td>1</td>
</tr>
<tr>
<td>E-7</td>
<td>0.96</td>
</tr>
<tr>
<td>E-8</td>
<td>0.72</td>
</tr>
<tr>
<td>E-9</td>
<td>0.33</td>
</tr>
<tr>
<td>E-10</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table III shows the results for running the SAW and CSAW versions of the HC and (1+1) algorithms. maxCC was set to 10 million conflict checks.

<table>
<thead>
<tr>
<th>Table III</th>
<th>MODEL E TEST-SET RESULTS FOR maxCC = 10,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1+1)SAW</td>
</tr>
<tr>
<td></td>
<td>SR</td>
</tr>
<tr>
<td>E-6</td>
<td>1</td>
</tr>
<tr>
<td>E-7</td>
<td>1</td>
</tr>
<tr>
<td>E-8</td>
<td>0.98</td>
</tr>
<tr>
<td>E-9</td>
<td>0.72</td>
</tr>
<tr>
<td>E-10</td>
<td>0.39</td>
</tr>
</tbody>
</table>
When the algorithms receive more time the effect of CSAW becomes more apparent. Table III shows results for the last five categories of the model E test-set with \( \text{maxCC} = 10,000,000 \). Apparently, there is a more dramatic difference in performance of the CSAW and SAW algorithms in the last category which is at the phase transition. Other categories show that the extra time helped CSAW widen the performance gap, yet in a more modest way.

VI. CONCLUSIONS

In this paper we explored weight adaptation with weights for every conflict rather than for every constraint or variable. We demonstrated that this significantly improves the performance of EAs solving hard CSPs, while having virtually no effect on easy CSPs. Moreover, a very simple EA employing conflict based SAW called HCCSAW turns out to be better than the best SAWing EA for CSPs, and even better than the best known EA for CSPs in general. This means that weight adaptation, when applied with a weight per conflict, is more powerful than previously implemented and perceived. HCCSAW proves superior even though it does not use the permutation representation, considered most suitable for SAWing algorithms solving CSPs and graph 3-coloring. It is also easy to program, and requires only robust parameters.

Conflict based SAW uses many more weights than constraint based SAW. Accordingly, more space is needed for them. The additional overhead in space and time needed for the most efficient runtime implementation of the weights is fairly insignificant even for relatively large CSPs. It consists of holding and initializing a matrix with an entry for all possible assignments of two variables. Otherwise there are no additional runtime costs. Therefore it is safe to say that using a conflict based SAW algorithm instead of a parallel SAW algorithm is never noticeably harmful, and with hard CSPs very beneficial.

The results obtained here are in contrast to the conception that adding more information, by adding more weights, does not improve the performance of SAWing CSP solvers. Although this is true when using a weight per constraint instead of a weight per variable, keeping a weight for each conflict does improve SAW. Consequentially, some of the results known to hold for variable and constraint based SAW algorithms solving CSPs should be rechecked using conflict based SAW. Among these are that EAs with a population larger than 1 are preferable, that refinement and decay are not effective, and that the order-based representation with a decoder is better than an integer representation of variable values.

Since a weight per clause was used for 3-SAT, which is parallel to using a weight per conflict, using our results for 3-SAT requires additional thought. For graph 3-coloring, the parallel of conflict based SAW is yet to be implemented and compared to previous suggestions.

Further research may include finding better conflict based SAW algorithms for CSPs. The contribution of randomness is unclear so a non EA approach might prove useful. In order to learn how effective conflict based weight adaptation is for solving CSPs, local search algorithms that use it should be compared with efficient non local search algorithms for CSPs. Some form of a weight adaptation heuristic might also prove useful for non local search algorithms for CSPs.
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