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ABSTRACT: The evolution of the conformations of short polypeptide chains has been studied by using a variant of the Monte Carlo method. A detailed molecular model is used in which the atoms and bonds are represented in full; short- and long-range interactions, hydrogen bonding, and bond torsional energies are incorporated by means of the empirical SCFP scheme. Partial and complete folding of the chains from initially open conformations was observed, and simulations begun in a helical state were observed to remain in the same conformation throughout the run. The computations made use of a high-speed array processor; this permitted simulation runs of lengths barely attainable on the fastest of large scientific computers currently available.

I. Introduction

It is well established that the amino acid sequence and the surrounding solvent dictate the unique structural form in which a globular protein exists in its native state in solution. A considerable degree of effort has been invested in attempting to determine the nature of the interactions within the molecule that are responsible for this three-dimensional structure and for the folding pathways by which the molecule evolves from the denatured coiled state to the well-structured native state, but, despite limitations, a great deal of work remains to be done.

It is important to note that the problems are connected by the fact that the same interactions compensate for any residues not in states compatible with the chain. Such systems lack the attractive forces which are essential for the appearance of ordered three-dimensional chain structure. A later Monte Carlo study using a more detailed residue model failed to include the interactions between residues; effects arising from excluded volume and long-range interactions could not, therefore, be observed.

Several subsequent studies included all interresidue interactions. In some cases, the sampling scheme permitted individual residue conformations corresponding only to low-energy states of the terminally blocked single residue; this approach excluded those low-energy conformations of the full polypeptide in which attractive long-range interactions compensate for any residues not in states comp-
compatible with this restriction. A later study\textsuperscript{10} used a biased sampling scheme described earlier\textsuperscript{2} in which the frequency of appearance of each residue in a particular conformation was weighted by using the appropriate terminally blocked single-residue energy, thereby favoring low-energy regions of the single-residue energy surface. While, in principle, this approach to Monte Carlo is correct, there is a distinct possibility that the ability to sample those low-energy regions of the entire polypeptide, which do not correspond to those in which each and every residue is in its own low (single-residue) energy state, will not be satisfactory. An additional restriction in each of these studies\textsuperscript{b,10} is that the dihedral angles are confined to discrete sets of values. In the work described in this paper, the Monte Carlo algorithm avoids explicit reference to the properties of single residues; furthermore, the dihedral angles are allowed to vary over a continuous range of values.

Details of the calculations are described in sections II–IV; these include the chain structure and method for generating conformations (section II), the interaction potential (section III), and the Monte Carlo algorithm (section IV). An overview of the array processor, insofar as it bears on these calculations, and an outline of the implementation of the algorithm are given in section V. The results of the simulation, primarily graphical sequences illustrating chain evolution, are described in section VI. Finally, section VII provides a brief discussion of the limitations of the approach and an indication of possible extensions of the analysis.

II. Structure of the Polypeptide Chain

The model describing the individual amino acid residues from which the polypeptide chain is constructed assumes a rigid geometrical structure.\textsuperscript{11} Thus, the bond lengths and bond angles for each residue are fixed, but complete freedom, subject only to the intra- and interresidue potentials (section III), is allowed for the bond dihedral angles. The bond lengths and bond angles are presumed independent both of the position of the residue in the chain and of its immediate neighbors.

The chains considered here are homopolymers, each consisting of a sequence of L-alanine or glycine residues. The backbone is terminated at the \( \alpha \)-amino end by an acetyl (COCH\(_3\)) group and at the \( \alpha \)-carboxyl end by a methylamide (NH\(_2\)) group. The structural parameters of both residues and end groups are given in ref 11. The variable dihedral angles for a particular residue \( i \) are \( \psi_i \) for the N–C\(^\alpha\) bond, \( \varphi_i \) for the C\(^\alpha\)–C\(^\beta\) bond, and \( \omega_i \) for the peptide C=C–N bond; for alanine there is also a single side-chain dihedral angle \( \chi^1_i \) about the C\(^\alpha\)–C\(^\beta\) bond.

Once the values of the variable dihedral angles have been specified, the determination of the Cartesian atomic coordinates for that conformation follows a general procedure applicable to all kinds of residues, including those with branched side chains (preliminary studies involving more complicated residues have been carried out but are not reported here). We assume that the polypeptide chain has been constructed from the available residue data and a set of reference atomic coordinates generated for (say) all the dihedral angles set equal to zero.

The generation of coordinates for a particular chain state proceeds by means of an iterative scheme starting with the atoms at the N terminus and finishing at the C terminus. To start the process, all atoms which are not affected by the variation of a particular backbone dihedral angle but not its successor are identified, the rotation matrix for that variation is computed and premultiplied by a product of the rotation matrices for all the preceding bonds, and the resulting matrix is used to perform the rotation. Side chains are treated in a similar fashion, although it is necessary to record the state of the rotation matrix product immediately prior to branching away from the backbone and to restore its value prior to processing further backbone atoms. An extension of this procedure treats further branches within side chains.

The actual construction of a rotation matrix is a straightforward exercise in trigonometry. Consider the bond joining atoms \( k \) and \( k + 1 \) about which a clockwise rotation \( \theta \) (as viewed from \( k \) to \( k + 1 \)) is to occur. Assume that in the reference state of the chain the direction cosines of the bond are \( c_1, c_2, c_3 \). If \( \kappa = \cos \theta \) and \( \sigma = \sin \theta \), then the total rotation matrix \( R \) for the atoms affected by rotation \( \theta \) is related to the preceding rotation matrix \( R' \) (used for atoms not affected by \( \theta \)) by \( R = R' \times B \), where \( B \) is the matrix

\[
B = \begin{bmatrix}
\kappa c_1 + \kappa c_1, c_2 + \kappa c_3, c_2 + \kappa c_3, c_3
\kappa c_1 + \kappa c_2, c_3 - \kappa c_1, c_2 - \kappa c_3, c_3
\kappa c_1 - \kappa c_2, c_3 - \kappa c_1, c_2 + \kappa c_3, c_3
\kappa c_2, c_3 - \kappa c_1, c_2 + \kappa c_3, c_3
\end{bmatrix}
\]

with \( \kappa = 1 - \kappa \). The initial value of the cumulative rotation matrix is of course the unit matrix.

III. Computation of the Interaction Energy

The interactions between pairs of atoms within the molecule are computed by means of the ECEPP (empirical conformational energy program for peptides) scheme.\textsuperscript{11} Only the variable portion of the total interaction energy is computed; those pairs of atoms whose separations are invariant under a change of dihedral angle are excluded from the scheme. ECEPP has been employed in a variety of studies of oligopeptides and proteins;\textsuperscript{4} to date the computational approach has involved energy minimization, and this is the first attempt to use it within a Monte Carlo framework. Briefly, ECEPP represents an attempt to summarize both experimental and theoretical results for peptides in a unified manner; the formulas thus obtained are assumed to be applicable to polypeptides and proteins without further modification.

The total interaction energy \( E \) of a specified molecular conformation is constructed as a sum of several components: an electrostatic term \( E_{el} \), a term covering the interaction between nonbonded pairs of atoms \( E_{nb} \), a term \( E_{hb} \) representing the energy of hydrogen-bonded pairs, and finally a bond torsional term \( E_{tor} \). It should be emphasized that this decomposition is for convenience of parameterization only and is not to be taken too literally.

The detailed forms of the individual components are as follows: The electrostatic term is

\[
E_{el} = \sum_{\langle ij \rangle} q_i q_j / D_{rij}
\]

where the sum is over all pairs of atoms \( i..j \) whose separation depends on the values of one or more variable dihedral angles, \( D_{rij} \) denotes the corresponding interatomic distance, \( q_i \) and \( q_j \) are the partial atomic charges derived from CNDO/2 calculations,\textsuperscript{11} and \( D = (\varepsilon) \) is an effective dielectric constant. The nonbonded contribution is based on the Lennard-Jones 6–12 potential

\[
E_{nb} = \sum_{\langle ij \rangle} f_{ij} A_{rij} / r_{ij}^{12} - B_{ij} / r_{ij}^6
\]
Here, the sum is over all pairs not designated as hydrogen bonded (see eq 4) which are separated by at least one variable dihedral angle. The indices \( t_i \) and \( t_j \) denote atom type (a combination of both atomic number and type of bonding), the coefficients \( A \) and \( B \) depend on the types of both members of the atom pair, and the factor \( I_{i,j} \) has the value 0.5 if only one variable dihedral angle separates the pair and unity otherwise. Those pairs of atoms which form hydrogen bonds (certain H--O and H--N pairs) interact by means of a modified Lennard-Jones interaction

\[
E_{bh} = \sum_{\langle ij \rangle} A_{t_i} \frac{1}{r_{ij}^6} - B_{t_i} \frac{1}{r_{ij}^{12}}
\]

where the coefficients \( A' \) and \( B' \) are again pair dependent. The torsional term is a sum of contributions from each of the peptide and variable side-chain bonds

\[
E_{tor} = \frac{1}{2} \sum_k U_k (1 + (-1)^s \cos (n_k \theta_k))
\]

where \( U_k \) is the barrier height, \( n_k = 2, 3 \) is the symmetry factor, and \( \theta_k \) is the dihedral angle set \( = 0, 1 \) allows for the barrier maximum to be located at dihedral angles \( \theta_k = 0 \) or \( 180^\circ \). All the parameters in eq 2-5 are to be found in ref 11.

IV. Monte Carlo Algorithm

The general features of Monte Carlo simulation are too well-reviewed to be repeated here.\(^{12}\) Our application of the method to the polypeptide problem does, however, differ in important respect from some earlier work on the subject.\(^{5,8,9,10}\) Whereas the previous studies involved the generation of a set of independent chains, we have chosen to generate sequences of conformationally correlated chains, each chain being derived from its predecessor by a small variation in the dihedral angles. Thus, in a sense, the sequence of conformations can be taken to represent the conformational evolution of the molecule. Clearly, no true dynamics are involved in the Monte Carlo approach, but it is reasonable to expect that the stochastic evolution of conformation produced by Monte Carlo sampling should resemble, at least qualitatively, the evolution of a polypeptide in solution under the influence of the essentially random interactions with the solvent molecules.

In its most frequently used form, the Monte Carlo procedure leads to a Boltzmann distribution of states once equilibration is complete; thus, states of low free energy are favored (in contrast to energy minimization which searches for an energy minimum rather than a free energy one), and if, for example, a helix corresponds to such a state, its appearance and relative stability ought to be observed during the simulation. In this approach to Monte Carlo, however, and, for that matter, also in molecular dynamics simulation, there is a strong possibility of chain entanglement; given sufficient computation time, the chain may succeed in extricating itself; but, this is a problem of principle not readily overcome.

A simulation run typically begins with the molecule in an ordered (e.g., helical or planar zigzag) or a randomly generated conformation. A single step in the simulation consists of taking the current state \( T \), modifying it in some way to generate a new trial state \( T' \), and performing an appropriate test to decide whether the next state should be \( T' \) or \( T \). A simulation run may consist of as many as several million such steps.

Assume that \( T \) corresponds to the dihedral angle set \( \theta_i \), with \( E \) being the total interaction energy. The trial state \( T' \) is constructed by changing the entire set of dihedral angles to \( \theta_i' \), where each \( \theta_i' = \theta_i + \Delta \) and \( \Delta \) is a uniformly distributed random value in a specified range (\( -\Delta, +\Delta \)). The atomic coordinates for \( T' \) are computed and the energy \( E' \) is evaluated. The Monte Carlo test then amounts to accepting \( T' \) in place of \( T \) with probability \( p = \min \{1, \exp[\Delta E'/kT]\} \), where \( k \) is the Boltzmann constant and \( T \) the absolute temperature (here \( T = 298 \) K); if \( T' \) is rejected, then the previous \( T \) is retained for the next step in the simulation.

The quantity \( \Delta \), the limit of angular change during a single step, is a free parameter whose value should be chosen to optimize the efficiency of the simulation. There are, however, two conflicting requirements for \( \Delta \); its value must be sufficiently small to maintain a degree of continuity between successive molecular states, while at the same time it must be large enough to permit significant evolution over a limited number of steps. The actual criterion used in selecting a value for \( \Delta \) which turns out to satisfy the above requirements, is that the root-mean-square change in the dihedral angles over a specified number of Monte Carlo steps should be as large as possible. This is equivalent to maximizing the “diffusion” rate in configuration space, an ideal goal in any Monte Carlo simulation. The value chosen was \( \Delta = 2^\circ \); this resulted in a root-mean-square change in dihedral angle of between 10 and 40° over 100 steps, with a corresponding acceptance ratio ranging from 10 to 70%, depending on the degree of packing of the molecule.

During the course of each simulation run, the energy, end-to-end distance, and dihedral angles were monitored and recorded at regular intervals for subsequent analysis. The monitoring made it possible to determine, albeit subjectively, which of the runs should be allowed to continue for long periods, and which not. Typically, those in which the onset of an ordered state was apparent were allowed to continue, though clearly there is no guarantee that a terminated run would not have evolved into such a state if permitted to continue. The availability of only finite computing resources forces the adoption of this pragmatic approach. A summary of the longer runs made to date is included in section VI.

V. Array Processor Implementation

In recent years, an answer to the problem of achieving high-speed floating-point computations at low cost has appeared in the form of the array processor (AP). A number of machines of this kind exist, the most widely used probably being the AP-120B produced by Floating Point Systems Inc. This machine is intended to be run as a slave attached to a host computer, in our case a Prime minicomputer. An impression of the performance capability of this AP, whose cost is that of a typical medium-scale minicomputer system, can be gained from the fact that it is able to run simulations—both Monte Carlo and molecular dynamics—of interacting many-body systems at speeds several times faster than large scientific computers typified by the IBM 370/168.

The task of software development for the AP can be approached at several levels, with a remarkable variation in efficiency being observed across the range. The program to be run on the AP must be developed on the host computer using specialized software tools; the programming language may be Fortran or a special AP assembly language. Once developed, it is combined with a program running on the host whose primary task is to supervise the AP operation and to ensure the correct transfers of programs and data between the machines. Fortran AP programming permits a short development cycle; the disadvantages of this approach are that the full capability of the AP is not realized (typically the performance is only 10–20% of a carefully written assembly language program) and, furthermore, there are also limitations on the size of program which can be stored in the AP (the Monte Carlo
program, for example, would exceed the available memory).

At the other extreme lies the assembly language program, with the most heavily used code segments carefully optimized to achieve maximal hardware utilization. This can be a relatively complex task, for the AP architecture relies heavily on both parallel operation and pipelining to achieve maximal hardware utilization. This relies heavily on both parallel operation and pipelining to maximize the efficiency of the hardware. Pipelining can be a relatively complex task, for the AP architecture is designed to support parallel processing and pipelining to maximize the efficiency of the hardware. Pipelining is particularly important for floating-point operations, as it allows data to be processed in parallel, thereby improving performance.

In general, pipelining reduces the latency of operations by breaking them down into smaller, more manageable pieces. This allows the hardware to proceed more quickly, as it does not have to wait for the entire operation to complete before moving on to the next one. However, pipelining also requires careful design, as it can introduce dependencies between stages that need to be managed carefully. The AP architecture is designed to support pipelining, and various successful applications have been developed for use in energy minimization computations, and a large-scale molecular dynamics simulation of water has been implemented.

In order to gain an impression of the amount of computation involved in a typical polypeptide Monte Carlo run of $10^6$ steps, consider the following facts. A typical chain studied consisted of 8 alanine residues with end groups, for a total of 92 atoms; thus, there are some 4000 pairs of atoms whose mutual interactions must be computed. Each such computation involves a calculation of the separation $r_{ij}$ itself the square root of a sum of squares, followed by the calculation of various negative powers of $r_{ij}$ and several other additions and multiplications required to evaluate a single term in eq 2–4. For the full run, a calculation of this kind must be repeated some $4 \times 10^6$ times. Only a carefully designed algorithm coded in assembly language is capable of handling a computation of this magnitude while using only a moderate amount of computer time.

The major part of the computational effort is the evaluation of the energy contributions defined by eq 2–4. Relative to this, the other portions of the calculation, viz., the generation of coordinates and the associated matrix algebra, the evaluation of eq 5, and the Monte Carlo decision process, are very modest in their computational requirements. In evaluating the energy sums of eq 2–4, we follow the general lines used in the energy minimization approach, though several changes of detail occurred. Thus, the sum in eq 3 is split into independent parts; for a given atom $i$, the majority of atoms $j$ with which it is paired form a consecutively numbered sequence, and for each such pair $f_{ij} = 1$. Such portions of the sum (or the analogous term of eq 4) together with the corresponding contributions from the sum of eq 2 are evaluated by a carefully designed program loop; the remaining terms, far fewer in number, are processed separately. The optimized central loop utilizes the parallel processing and pipelining capability of the AP to the extent that five pairs of atoms are being processed at any one time, and individual contributions to the energy sum are generated at a rate exceeding one per 3 $\mu$s.

### VI. Results

Simulation runs were carried out for homopolypeptide chains of 8 and 12 L-alanine or glycine residues, with end groups as indicated in section II. The runs were of various lengths and were broken down of the chain types, numbers of Monte Carlo steps, and initial and final conformations are summarized in Table I. It should be stressed that each step involved an attempt to alter all the dihedral angles in the molecule—backbone, side chains (for alanine), and end groups.

Early in the calculations it became clear that, for the lengths of runs studied here, chains of 8 residues are capable of exhibiting a great variety of conformational forms, whereas 12-residue chains evolve in a more limited fashion. This is not surprising, but it does imply that chains beyond a certain size cannot be studied by this kind of approach which imposes no a priori restriction on the dihedral angle ranges. Some short simulation runs for 18-residue chains were not very encouraging in this respect and tended to...

### Table I Summary of Runs

<table>
<thead>
<tr>
<th>run</th>
<th>no. chain</th>
<th>initial</th>
<th>final</th>
<th>no. of steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8 Ala</td>
<td>RH helix</td>
<td>unchanged</td>
<td>1.0 \times 10^6</td>
</tr>
<tr>
<td>2</td>
<td>8 planar zigzag</td>
<td>part RH helix</td>
<td>4.0 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8 Ala planar zigzag</td>
<td>part RH helix</td>
<td>4.7 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8 Ala random</td>
<td>part LH helix</td>
<td>3.5 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8 Ala random</td>
<td>part LH helix</td>
<td>4.0 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8 Ala planar zigzag</td>
<td>RH helix</td>
<td>5.0 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>12 Ala RH helix</td>
<td>unchanged</td>
<td>1.3 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>12 Ala RH helix</td>
<td>unchanged</td>
<td>1.0 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>12 Ala LH helix</td>
<td>unchanged</td>
<td>0.7 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12 Ala planar C</td>
<td>part C</td>
<td>0.6 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>12 Ala planar zigzag</td>
<td>part C</td>
<td>4.2 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>8 Gly planar zigzag</td>
<td>mixed</td>
<td>4.6 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>12 Gly RH helix</td>
<td>unchanged</td>
<td>1.1 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>12 Gly LH helix</td>
<td>part LH helix</td>
<td>1.5 \times 10^6</td>
<td></td>
</tr>
</tbody>
</table>

* The initial conformations are to be interpreted as follows: RH helix: $\phi = -70^\circ$, $\psi = -50^\circ$, $\omega = 180^\circ$, $\chi_1 = 60^\circ$ (if present); planar zigzag: all dihedral angles $= 180^\circ$; random: all dihedral angles random except $\omega = 180^\circ$; LH helix: $\phi = 60^\circ$, $\psi = 80^\circ$; planar C: $\phi = -60^\circ$, $\psi = 80^\circ$, $\omega = 180^\circ$, $\chi_1 = 60^\circ$. In the description of final conformations, the term "part" is used to indicate that a significant proportion of residues lies in the stated region.

Unlike the earlier energy calculations, which made considerable use of the host computer resources in addition to the AP, the Monte Carlo simulations are carried out entirely within the AP. The amount of data which must be transferred between the host and AP during the run is therefore minimal, with the result that the simulation is able to proceed at a rate of some $2 \times 10^6$ steps/h for the 8-alanine chain mentioned earlier with little or no impact on the other users of the time-shared host minicomputer. A 1 000 000-step run requires a mere 5 h, hardly a heavy request for a minicomputer system. In order not to prevent other users from using the AP for short periods while a run was in progress, a checkpointing scheme was implemented which enabled the current state of the simulation to be preserved on disk, and the simulation continued when the AP became available again.

As part of the energy minimization study, comparisons were made of the relative speeds of the AP and a large scientific computer, the IBM 370/168. These benchmarks indicated a speed increase of between 5 and 11 in favor of the AP; the ratio depends on whether the IBM version of the program was coded in Fortran or assembly language. A similar speed ratio also applies to the Monte Carlo computations.
confirm this conclusion.

Little is to be gained from a detailed presentation of data from all the runs; we have therefore selected several typical runs and propose to discuss the key aspects of the behavior of each. The results will be presented in the form of two-dimensional histograms which measure the joint distribution of the backbone dihedral angles φ (N-C") and ψ (C”-C'). The histograms in fact record the frequency of appearance of pairs of values (φ,ψ) for each of the residues in the chain, excluding the terminal groups; only a single histogram is maintained for the entire chain; separate results for individual residues are not tabulated. Each histogram spans a sequence of $10^5$ Monte Carlo steps; every 200 steps the current (φ,ψ) pairs are used to update the histogram. The quantization interval is 10°; thus the histogram is based on a $36 \times 36$ grid. Once accumulation of data for a histogram is complete, the values are scaled to integers in the range 0-9, and it is these results which are used in the figures which follow. The zero entries have been suppressed for clarity, and the step number included with each histogram is the number of the final contributing step.

Figure 1 shows four characteristic histograms from a $4.7 \times 10^6$ step run of an 8-alanine residue chain. The run started with the chain in an extended, planar zigzag conformation, with all dihedral angles set to 180°. After $2 \times 10^6$ steps almost half the residues tend to lie in the right-handed α-helical region, namely, (φ,ψ) ≈ (-70°,-50°), but this ratio has dropped to about 30% by the time the run ended. Examination of the final structure (not shown) revealed that the central 4-5 residues lay in an essentially helical conformation.

The larger set of histograms in Figure 2 illustrates the evolution of a separate 8-alanine chain, again starting from a planar conformation, but using a different random number sequence to generate the conformations (section IV). After only $0.5 \times 10^6$ steps a significant proportion of helical residues are present. Subsequent histograms show that the preferred states move away from the helix region of the (φ,ψ) map [see Figure 1 of ref 15 for a characterization of the various (φ,ψ) regions] but somewhere between $2.7 \times 10^6$ and $2.8 \times 10^6$ steps there is a rapid shift back to the right-handed α-helical state which is complete after $3 \times 10^6$ steps. The molecule remains in this region of (φ,ψ) space for the rest of the $5 \times 10^6$ step run. Two perspective views of the final state of the molecule are shown in Figure 3; the helical form is quite apparent, and while some of the hydrogen bonds may be somewhat stretched, their overall orientation is consistent with that expected for a helical conformation. Table II lists the values of all the dihedral angles in this final state.

A corresponding run for a glycine chain is shown in Figure 4. The initial state is once again planar, and while there is a considerable variation in the structure over the course of $4.6 \times 10^6$ steps, there is no hint of a stable structure emerging. In fact the (φ,ψ) distribution tends to reflect the shape of some of the low-energy regions of the single-residue energy map (ref 17, Figure 3).

Figure 5 shows the case of an 8-alanine chain started in a randomly generated state, with the exception of the peptide bond dihedral angles (ω), which were initially set to 180°. On examination, the initial state was not found

**Table II**

<table>
<thead>
<tr>
<th>residue</th>
<th>φ</th>
<th>ψ</th>
<th>ω</th>
<th>χ1</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCH₃</td>
<td>-60.5</td>
<td>-170.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ala</td>
<td>-94.2</td>
<td>69.3</td>
<td>-79.9</td>
<td></td>
</tr>
<tr>
<td>Ala</td>
<td>-64.8</td>
<td>-26.7</td>
<td>-170.9</td>
<td></td>
</tr>
<tr>
<td>Ala</td>
<td>-81.2</td>
<td>-19.0</td>
<td>-170.9</td>
<td></td>
</tr>
<tr>
<td>Ala</td>
<td>-88.6</td>
<td>-40.4</td>
<td>-179.8</td>
<td></td>
</tr>
<tr>
<td>Ala</td>
<td>-64.4</td>
<td>-44.7</td>
<td>-172.5</td>
<td></td>
</tr>
<tr>
<td>Ala</td>
<td>-68.9</td>
<td>-53.2</td>
<td>69.0</td>
<td></td>
</tr>
<tr>
<td>Ala</td>
<td>-74.8</td>
<td>-46.4</td>
<td>-179.8</td>
<td></td>
</tr>
<tr>
<td>NHCH₃</td>
<td>-145.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Chain of 8 L-alanines (no. 3 in Table I) evolving from an initially planar zigzag to a partial right-handed helical conformation.
Figure 2. Chain of 8 L-alanines (no. 6) evolving from a planar state to a stable right-handed helix. The final stage of helix formation between $2.7 \times 10^6$ and $3 \times 10^6$ steps should be noted.

to show any preference toward the left-handed $\alpha$-helical region for which $(\phi, \psi) \approx (60^\circ, 60^\circ)$; nevertheless, the molecule rapidly evolves into states where over half the residues lie in this region. The left-handed helix does in fact correspond to a relative low-energy state for the single residue.17

An example of a 12-alanine chain appears in Figure 6. While a certain fraction of the residues lie in the right-handed helical region throughout the run, there is a pronounced preference for other regions of $(\phi, \psi)$ space, in particular those corresponding to low-energy states of the single residue (ref 17, Figure 2).

The final example, appearing in Figure 7, illustrates a somewhat different aspect of the simulation, viz., the problem of disrupting what is presumably a relatively stable structure. This simulation is of a chain of 12 glycine residues initially arranged as a right-handed $\alpha$-helix. After a run of $1.1 \times 10^6$ steps there is still no indication that the helix is about to rupture.

It is clear from the behavior seen during these simulations that long-range interactions play a crucial role in stabilizing the observed right- or left-handed helical
structures. It is equally clear, however, that the energetic preferences of single and immediately adjacent residues—the short-range interactions—are strongly felt in the distributions of dihedral angles of the polypeptides.

VII. Discussion

An important consideration in attempting to decide on ways of extending the scope of these simulations is that some 200 h of AP time were expended on the work reported here. If we recall the great speed of the AP (see section V) it is clear that computations whose aim is the systematic exploration of the evolution of the structures of polypeptide molecules from various starting conformations, or the study of the change in helix stability with increasing chain length—to cite two examples—probably lie beyond the limits of present-day computers (at reasonable cost). In view of the fact that the time scales over which polypeptide and protein folding occurs are several orders of magnitude longer than the time span covered by a typical computer simulation (a molecular dynamics study is unlikely to exceed $10^{-10}$ s, and the Monte Carlo approach is of roughly equivalent efficiency, even though a time variable is not explicitly present), there is an incompatibility that even a considerable improvement in computer technology may be unable to bridge.

There is yet another problem, namely, that the solvent has been ignored. While the effective dielectric constant in eq 2 has been set to account for a uniform solvent background, it is only by explicit inclusion of the solvent molecules in the simulation that a true picture of the behavior can be reached. A calculation of this kind is far more time-consuming than those involving the isolated chains analyzed here. A highly idealized system of this kind, consisting of a polymer constructed of linked hard spheres immersed in a hard-sphere solvent has indeed been
Figure 5. Chain of 8 L-alanines (no. 5) evolving from a random to a partial left-handed helical conformation.

Figure 6. Chain of 12 L-alanines (no. 11).

studied by molecular dynamics techniques, there too it was found that the bulk of the computational effort went into dealing with the large number of solvent molecules rather than with the polymer molecule itself. A more realistic model has been assumed for both solute and solvent in a molecular dynamics study of a terminally blocked single residue in water; however, the very short chain length does not permit the simulation of the development of helical or other ordered structures. An alternative approach to the solvent problem employs the
Figure 7. Chain of 12 glycines (no. 13) started and remaining in a right-handed helical state.

Monte Carlo method to simulate the arrangement of water molecules around fixed conformations of a blocked residue. To strike a more optimistic note, the results of the simulation are encouraging. For the first time, it has been shown that ECEPP contains the correct ingredients to fold polypeptides into helices. While the use of such a detailed model in simulations of protein molecules would seem to be beyond the limits of feasibility, it ought to be possible to use simulations of the kind described here to simplify the polypeptide model in ways which do not alter its structural preferences significantly. This simplified, but still physically meaningful model would then be the subject of further simulation, with appropriate solvent effects, in an attempt to emulate the protein-folding phenomenon.
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ABSTRACT: Continuous irradiations and flash photolysis experiments have been carried out with N,N-dimethylacetamide and N,N-dimethylformamide solutions of a polyamide having azobenzene groups in the polymer backbone and with a low molecular weight model compound. The continuous irradiations revealed that trans → cis isomerization occurs upon irradiation with UV light (350-410 nm) whereas cis → trans isomerization can be induced by visible light (λ > 470 nm). The kinetics of cis → trans isomerization were studied by time-resolved optical absorption measurements. It turned out that this process occurred to about 90% during the 20 ns flash (530 nm light). The remainder was completed within 100 ns after the flash, indicating the occurrence of a relatively slow relaxation of chain segments. The conformational change of the total macromolecule, subsequent to cis → trans isomerization, was studied by time-resolved light scattering measurements. Relaxation times covering the range from 0.47 (neat DMF) to 1.1 ms (DMF/ethanol, volume ratio 3:2) were found, the difference reflecting the influence of solvent quality.

Introduction

Conformational changes of linear macromolecules in solution have attracted the interest of many researchers in the past. Their work was mostly devoted to polyelectrolytes, and usually equilibrium properties were measured. Comparatively little is known about the dynamics of conformational transitions. In the studies reported so far, stopped-flow or temperature jump techniques in conjunction with optical rotation, circular dichroism, and light scattering measurements have been employed. Usually, the time resolution was not better than 10−3 s. Optical absorption or emission proved to be insensitive for the observation of conformational changes.

In previous papers one of us (M.I.) has reported that linear polyamides with azobenzene groups in the backbone undergo conformational changes upon irradiation with...